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Low offset frequency 1/ f flicker noise in spin-torque vortex oscillators
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Low-frequency noise close to the carrier remains little explored in spin-torque nano-oscillators. However, it is
crucial to investigate as it limits the oscillator’s frequency stability. This work addresses the low offset frequency
flicker noise of a spin-torque vortex oscillator in the regime of large-amplitude steady oscillations. We first
phenomenologically expand the nonlinear auto-oscillator theory, aiming to reveal the properties of this noise.
We then present a thorough experimental study of the oscillator’s 1/ f flicker noise and discuss the results based
on the theoretical predictions. Thereby, we connect the oscillator’s nonlinear dynamics with the concept of flicker
noise and furthermore refer to the influence of a standard 1/f noise description based on the Hooge formula,
taking into account the nonconstant magnetic oscillation volume, which contributes to the magnetoresistance.

DOI: 10.1103/PhysRevB.99.235135

I. INTRODUCTION

Spin-torque nano-oscillators (STNOs) convert magnetiza-
tion dynamics into electrical rf signals by exploiting funda-
mental phenomena of spintronics, such as the magnetoresis-
tive effect [1,2] and the concept of spin transfer torque [3,4],
which allows sustaining their dynamics. Since 2003, the in-
vestigation of STNO properties [5] has attracted huge interest
as they have been considered not only as a unique opportunity
for studying nonlinear dynamics at the nanoscale but also
as promising candidates for next-generation multifunctional
spintronic devices [6]. More recently, STNOs have also been
demonstrated to be capable of being key elements in the
realization of broadband microwave energy harvesting [7] and
frequency detection [8,9] and of reconstructing bioinspired
networks for neuromorphic computing [10,11].

These possible applications are all strongly linked to the
STNO’s fundamental property, i.e., its nonlinearity, which
describes a coupling between the oscillator’s amplitude and
phase [12,13]. It provides the basis for manifold phenomena
such as injection locking to an external rf signal [14,15],
synchronization of multiple STNOs [16-18], and the spin-
torque diode effect [8,19-21]. However, nonlinear behavior
also causes the oscillator’s poor spectral coherence and leads
to a conversion from amplitude to phase noise [12,13,22],
which limits its amplitude and frequency stability and there-
fore its applicability in real practical devices.

Noise mechanisms in tunnel- (TMR) or giant- (GMR)
magnetoresistive-effect-based magnetic sensors, which repre-
sent the building block of a STNO, are usually the frequency-
independent shot (only for TMR) and thermal noise and
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low-frequency 1/ f noise, also called flicker noise. In certain
cases, random telegraph noise (RTN), arising from the fluc-
tuations between two different energy levels, can also exist.
Its sources are mainly of electronic and/or magnetic origins
and equally present in STNOs as well, where it is anticipated
that the existence of self-sustained nonlinear magnetization
dynamics drastically influences the noise characteristics com-
pared to classical magnetic sensors.

The STNO’s noise distribution for offset frequencies far
from the carrier frequency is now reasonably well understood.
At room temperature, it has been found that it is mainly
attributed to dominant thermal noise in the framework of
nonlinearity [13,22-24]. However, the noise at low offset
frequencies, which is crucial for most of the targeted appli-
cations, remains largely under investigation. The existence of
flicker noise at these low-frequency offsets is of a general
nature, as noise of spectral 1/f# scaling is present in a wide
variety of physical systems, such as stellar emissions, lake
turbulence, Nile flooding, and virtually all electronic devices
[25]. Initially recognized by Johnson [26] and later investi-
gated in thin films [27], it has recently attracted attention as
the dominant noise source in GMR and TMR sensors [28-31]
and their major drawback in terms of performance.

In STNOs, the 1/f flicker noise at low offset frequencies
has so far been only experimentally recognized [22,23,32,33].
In Refs. [22,23], the focus was on thermal noise at high offset
frequencies, and an indication of colored 1/f noise at lower
offsets was found. Reference [32] presented a measurement
method to access the 1/f regime and showed its influence on
the frequency spectra. In Ref. [33], the study concerned 1/f
noise in the very specific geometry of nanocontact STNOs.
A large influence on multiple present modes, which are par-
ticularly avoided within the work presented here, was found.
In the present work, we systematically investigate the 1/f
flicker noise in vortex-based STNOs (in the following called
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STVOs) both experimentally and theoretically based on the
corresponding nonlinear Langevin equations [13] together
with a phenomenological approach. Moreover, we present a
thorough study of the important parameters governing this
type of noise.

In magnetic sensor applications, the flicker noise, which
cannot yet be described in its entire universality, is typically
described by the empirical Hooge formalism [34,35]. In this
work, we also aim at establishing a connection between a
magnetic TMR sensor, a fundamental building block of the
STNO, and the latter’s intrinsic nonlinearity.

We focus our study on vortex-based spin-torque nano-
oscillators (STVOs). The fundamental mode in these devices,
the gyrotropic vortex motion [36,37], is deterministically well
understood and can be described by reducing the complex
dynamics to only the dynamics of the vortex core (the so-
called Thiele formalism [38]). Moreover, it is energetically
well separated from other modes, reducing mode-crossing
probabilities. STVOs, compared to other STNOs exploiting
different magnetic modes (e.g., a uniform precession or local
modes), exhibit large-amplitude oscillations with frequencies
from 100 MHz up to ~1.5 GHz, a rather narrow linewidth
of ~100 kHz, and output powers of up to a few microwatts
[39]. Since magnetic vortex dynamics has, in many respects,
been considered as a model system for the study of magnetic
dynamics [22], STVOs are suitable to fundamentally study the
noise behavior of STNOs. We believe that the general results
of this work can be extrapolated to every kind of STNO, as the
nonlinear nature and the basic noise-generating processes are
the same. Thus, the main objective is to establish a connection
between flicker noise and the STNO’s nonlinearity and to
study the STNO’s flicker noise in general. Such a study
has not been performed yet for STNOs, although this is an
important issue for the different types of applications aiming
to rely on them.

This paper is organized in the following way: We first
present the basic mechanisms of the fundamental gyrotropic
mode in STVOs. We connect the latter with the general
nonlinear auto-oscillator theory, which provides a theoretical
basement for the description of STNOs in general. From
this model, we deduce the STNO’s noise behavior, especially
including low offset frequency 1/f flicker noise processes
via a phenomenological approach. In Sec. III, we describe
the experiment’s details and give the basic properties of our
samples. In Sec. IV, we present experimental data showing the
noise characteristics in STVOs and, subsequently, in Sec. V,
focus on the low offset frequency regime. We compare and
analyze the experimental data regarding the developed model
and, in Sec. V, introduce the formalism of Hooge to discuss
the governing parameters of flicker noise in STNOs in general
and STVOs in particular.

II. GENERAL FRAMEWORK OF MAGNETIZATION
DYNAMICS AND NOISE IN STNOs AND STVOs

A. Noise properties of the STVO’s gyrotropic mode

In laterally confined geometries such as disks, an excitation
of the vortex core from its equilibrium position at the center of
the circular nanopillar leads to a radial motion in the subgiga-
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FIG. 1. (a) Schematics of forces acting on the magnetic vortex
core: gyroforce (green arrow), confinement force (yellow), spin
transfer (purple), and damping force (blue). (b) Noise schematics of
vortex motion: amplitude and phase noise, ¢ s and 0@, respectively.

hertz regime around the equilibrium, i.e., the gyrotropic mode
of the vortex core. Assuming the vortex core is a soliton and
subsequently applying Thiele’s approach [38], this gyrotropic
mode is mainly characterized by the vortex core position X (1),
which is represented by the oscillation’s orbit radius r(t), i.e.,
its normalized value s(¢) = r(t)/R, and its phase ¢(¢).

Figure 1(a) schematically summarizes the forces which
mainly define the gyrotropic motion within the Thiele for-
malism [38,40]: the gyroforce, arising from the vortex non-
collinear profile, the damping force expressing the magnetic
relaxation, the confinement force due to the magnetostatic
energy, and the spin transfer force.

As the injected spin transfer torque overcomes the damp-
ing, the vortex core auto-oscillates on an isoenergetic trajec-
tory (Fig. 1). Due to the system’s nonlinear nature, it is always
pushed onto a stable limit cycle as the oscillation amplitude
a(t) ~ s(t) becomes lower than the stable value and is pulled
back as it becomes higher.

This limit cycle mechanism also appears in the presence
of noise, which perturbs the ideal trajectory and is separated
into amplitude and phase noise, as depicted in Fig. 1(b).
Noise sources can be manifold and have recently been mainly
attributed to thermal origins [12,22,23,41-43], which further-
more lead to a change in spectral shape and an increase in
the linewidth of the oscillation [22]. Moreover, the presence
of colored 1/f noise has been shown experimentally at offset
frequencies close to the carrier [22,23,32,33].

B. The general nonlinear auto-oscillator theory

We first recall the general nonlinear auto-oscillator the-
ory [13,41,44], which is a universal theoretical approach for
nonlinear oscillators in general and STNOs in particular. For
STNOs, this model can be derived from the Landau-Lifshitz-
Gilbert-Slonczewski equation and describes the deterministic
dynamics of the nonlinear oscillator through the complex
oscillation amplitude c(t) = /p(t)e®®):

dc
dt

In this model, the gyrotropic motion of the vortex core (as
described above) can be identified through the oscillation am-
plitude a(t) = 4/p(¢) and phase ¢(¢) of the complex variable
c(t). Here, o denotes the oscillation’s angular frequency, "
is the positive damping rate representing the losses of the

+iw(c)e + Ti(lele = T—(le[)e = f@). (1)
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system, and I'_ is the negative damping rate representing the
system’s gain. f(¢) is a phenomenological term, which allows
a description of the system’s interaction with the environment.
In the case regarded here, that mainly includes different noise
processes, among them thermal and flicker noise, which make
Eq. (1) a nonlinear stochastic Langevin equation.

Due to the dependence of the damping parameters on
the amplitude (%p(p) < 0 and %p(p) > 0), the oscillation
is described by a limit cycle with stable oscillation power
po = |c|>, which is obtained when the positive and neg-
ative damping terms are equal: I'_(p) = I';(p). Assum-
ing the perturbation §p of the stable oscillation power due
to noise gives a characteristic damping rate I', =7 f, =

[%( Po) — %(po )]po of small power deviations back to the
stable trajectory. The parameter v = Npo/ (7 f,), with N =
dw(p)/dp being the nonlinear frequency shift coefficient, is
the normalized dimensionless nonlinear frequency shift and
quantifies the coupling between the phase and amplitude due

to nonlinearity.

C. Theoretical description of low offset frequency flicker noise

In the following, we assume a phenomenological ansatz to
describe the low offset frequency noise in the framework of
the nonlinear auto-oscillator theory. Its parameters can, for
STVOs, be identified with the deterministic exploitation of
the Thiele equation on the spin-transfer-torque-induced gy-
rotropic motion [22,40]. More detailed steps of the following
derivation can be found in the Supplemental Material [45].

We define f,(¢), which is the realization of the stochastic
1/f noise process, to act independently on amplitude and
phase g,(r) = Re[f,(1)e "] and h,(r) = Im[f,(1)e~"*®].
Here, the flicker noise process is assumed to be stationary,
and so are g, and h,. Note that the colored 1/f noise can
be modeled from an ensemble of statistically independent
Ornstein-Uhlenbeck processes with varying correlation times
[46]. Linearization of Eq. (1) with the perturbed oscillator
power p = po + §p and the phase fluctuations §¢(¢) gives the
coupled differential equations [12,13,24]:

d(s
% + 27 f,8p(t) = 2/Pogn(?),
d@¢) 1

i~ Jpo

Solving in the frequency space yields

VPo

ha(t) — NSp(2).

Sp(f) = nprnfg"(f)
and
I} = ! h N I}
d(f) = W n(f) — it p(f).

Inserting the experimental 1/f behavior of the noise
spectral density into the autocorrelation’s Fourier transform
exploiting the Wiener-Khintchine theorem

S, (f) = / O =) ar = 2

allows formulating the expression for the power spectral den-
sities (PSDs) of phase and amplitude noise in the low offset
frequency regime. Together with the noise PSD resulting from
thermal noise processes (as studied in Refs. [12,13,22-24]),
we obtain the total noise PSD expression Ss. for the normal-
ized amplitude € = a/ag = s/sp and S;4 for the phase:

o AR 1 1 o ®
T xR apen (24 )
Afy 1« VS
Ssp = —20 = Sse. 3
56 o~ + oo 2 77 + 7 Se (3)

The first terms in both equations, proportional to the oscilla-
tion linewidth Afj, correspond to thermal origins, whereas
all other terms describe the additional PSD due to flicker
noise, which is at the center of the present study. Note that the
variable « for the amplitude noise is not necessarily equivalent
to « in the phase noise equation as different mechanisms
might contribute.

The flicker noise terms describe the original noise of
exponent y, which leads to a 1/f” slope for the amplitude
and a 1/f7*2 slope for the phase noise. Equation (3) clearly
shows the nonlinear conversion from amplitude to phase
noise. Moreover, we also find an additional, noncoupled pure
phase flicker noise term, the second term in Eq. (3), which
also exhibits a 1/f¥*2 characteristic.

III. EXPERIMENT

The samples are circular-shaped magnetic tunnel junctions
of diameter 2R = 375nm, which consist of a pinned
layer made of a conventional synthetic antiferromagnetic
stack (SAF), a MgO tunnel barrier, and a FeB free layer
exhibiting a magnetic vortex configuration. The layers are
deposited by ultrahigh-vacuum magnetron sputtering and
patterned using e-beam lithography and Ar ion etching. After
annealing at 360 °C for 1h, the resistance-area product is
RA ~ 4 Q pum?. The TMR ratios lie around 100% at room
temperature, with resistance values of 1/Gy = (44 — 45) Q2
in the vortex state, slightly dependent on the applied
current with negative slope. The SAF is composed of
PtMn(l5)/C071F629(2.5)/RU(0.86)/COF6B(1.6)/C070FC30
(0.8), and the total layer stack is SAF/MgO(1)
/FeB(4)/MgO(1)/Ta/Ru, with the nanometer layer thickness
in parentheses.

The SAF’s top magnetic layer exhibits a uniform magneti-
zation in the film plane, which can be slightly tilted by apply-
ing an external magnetic field H, perpendicular to the latter.
For all the presented measurements, the field is chosen to be
woH = 500mT. This gives an out-of-plane spin polarization
of the injected dc current providing the necessary spin transfer
torque component to sustain the gyrotropic vortex motion
[47]. Increasing the dc current injected through the layer
structure leads to a stronger spin transfer torque counteracting
the natural damping of the gyrotropic vortex core motion
until, at a certain threshold current value I., the damping is
overcome and auto-oscillation of the vortex core around the
disk center arises [47].

The TMR effect allows the magnetization dynamics to be
converted into an electrical rf signal. In the circuit, the dc

235135-3



STEFFEN WITTROCK et al.

PHYSICAL REVIEW B 99, 235135 (2019)

Frequency [MHz]

N N N N N
~ ~ © o ©
o (4] o (4] o
N ) N ) _

50 55 6.0 65
Applied Current [mA]

7.0

rd L)
200 S . gle
9]
° 2
150 - .,?},, 9]
= B g 6
) 9
E . L LA I i
9o P ° Q
g . Do % 5 ey oy
G ° Q ° Q55 (0
L s0f £27¢ £, . o |,
C o ad
< ° S a w"“w‘o
0 °
3 24 S
104 N 22 ®
— z P °
N % = 21 Y
z o =18 * $Te °
= 3 L 'P, 4
= @© 9 °
2 1 o 14 e
H 1}{\0 o 2 12 ﬂm%"':" -
c X P, ° Q hd Q
= Pa’%®, o Lo 20 I3 9% By
) ° o g
°
4

5 6 5
Applied Current [mA] Applied Current [mA]

FIG. 2. Characteristic oscillation parameters, such as the oscilla-
tion frequency f,, output power p,, nonlinear parameter v, linewidth
A fo, and damping rate f,, as a function of the applied current /;. at
,LL()H 1= 500 mT.

and rf current parts are separated through a bias tee, and the
measured 1f signal is evaluated as the direct interpretation of
the magnetization dynamics.

The magnitude of the oscillation’s output power py, its
linewidth A fy, and the carrier frequency f. (the frequency of
the spin-torque-driven magnetization dynamics) are obtained
from Lorentzian fits of the emission power spectra, mea-
sured by a spectrum analyzer. Noise data are gathered from
single-shot oscilloscope voltage time traces and evaluation via
the Hilbert transform method [23,48]. To obtain noise data
close to the carrier (down to 1Hz offset), the signal is first
down-converted to (2 = 1) MHz via frequency mixing with an
external source (see Refs. [32,33]). This allows us to decrease
the oscilloscope’s sampling rate (from ~5 GSample/s down
to ~40 MSample/s) and to increase the measurement time
(from ~8.2 ms to ~2.05 s) while conserving the signal’s
noise properties. High-frequency components are filtered by
a low-pass filter (bandwidth DC to 22 MHz). More details on
the noise measurement and data processing are given in the
Supplemental Material [45].

The oscillator’s nonlinearity parameters (more explicitly
described in Sec. II B) are determined from the oscilloscope’s
time-space measurements. The damping rate f, back to the
stable oscillation trajectory is estimated by performing an
exponential fit to the signal amplitude’s autocorrelation [48].
The nonlinearity parameter v, a measure for the system’s

nonlinearity, is obtained by comparing the coupling between
amplitude and phase noise as elaborated in Sec. II. In Fig. 2
we present the evaluated basic parameters of the STVO’s
oscillation at the chosen experimental conditions. In addition,
we fit the data with the expected behavior of the magni-
tudes. The evolution of the power and linewidth with the
applied current can be fitted from their theoretical descrip-
tion [13] po() = (/I — 1)/ /I + Q)pmex and Afo(l) ~
1/po(I), respectively, with the oscillation threshold current
I. ~3.7mA and Q and py.x being the respective fitting
parameters. The parameter Q represents the nonlinearity of
the damping (cf. Ref. [13]).

In this work, we restrict the measurements and analysis
to the oscillation behavior in the dc current regime corre-
sponding to the gyrotropic mode. In particular, we avoid
any perturbing effects of mode crossing (as in Ref. [33]) or
more complex dynamical behavior in the regime of very large
excitation. Indeed, beyond the stable gyrotropic mode (mode
crossing, energy transfer into other subordinate modes), under
specific current and field conditions, the occurrence of RTN at
characteristic frequencies of up to 10kHz can be observed.
However, this is not investigated further here (and is even
particularly avoided), as the detailed analysis of the noise
characteristics in the RTN regime goes beyond the scope of
this paper.

IV. RESULTS: NOISE IN STVOs

A standard visualization of noise properties is the repre-
sentation of the PSD, which has the advantage of allowing
a direct distinction between the underlying noise processes
and classifying them by their characteristic inverse power
law behavior PSD ~ 1/f#. In Fig. 3, we show (among other
curves explained later) typical measurement data for the phase
noise (black curve) and the amplitude noise PSD (gray curve)
of the studied STVO sample at an applied current of I;. =
4.6 mA. The noise PSDs are depicted versus the offset foi =
|f — f.| from the carrier frequency f, (frequency of the vortex
gyrotropic motion). The behavior is mainly described by the
nonlinear nature of the oscillator. For higher offset frequencies
(fort = 10° Hz in Fig. 3), the curve’s shape is governed by
thermal white Gaussian noise processes, thoroughly investi-
gated in Ref. [23] for uniform STNOs (STNOs exploiting
the uniform precession of magnetization dynamics) and in
Ref. [22] for STVOs (STNOs exploiting the vortex gyrotropic
mode). In this region, theoretically represented in the inset
of Fig. 3 based on Egs. (2) and (3) for clarity, the noise
signature behaves linearly below the relaxation rate f, with
exponent 8 = 2 for the phase and 8 = 0 for the amplitude
noise. The coupling between the amplitude and phase leads to
a conversion of amplitude to phase noise and therefore to an
increase in the phase noise by 101og,,(1 + v?). For fofr > fp,
perturbations are faster than the nonlinear damping response
T, = 1/(2m f,), which is usually on the order of a few tens of
oscillation periods (depending on the spin-torque strength), so
that the nonlinearity becomes less significant. The amplitude
noise decreases with 1/ f2, and the phase noise decreases with
1/f* for f, < forr K vf, and with 1/f2 for for > vf,. At
even higher offset frequencies the Johnson-Nyquist noise floor
eventually limits the PSDs (not shown in Fig. 3).
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FIG. 3. PSD of phase (PN) and amplitude (AN) noise, uoH, =
500mT, I = 4.6 mA, as well as theoretical curves based on Egs. (2)
and (3) and described in the text. The inset shows an analytical
representation [Egs. (2) and (3), but with parameters that are different
from the measurement] of the higher offset frequency noise due to
thermal effects. The phase noise of a linear oscillator (v = 0, dashed
line) is shown, along with its increase due to nonlinearity.

For low offset frequencies forr < 10* Hz, which are the
focus of this work, the PSD spectra exhibita 1/f> and a 1/f!
behavior for phase and amplitude noise, respectively, where
1/f flicker noise is found to be dominant over thermal noise
processes. The fits ~aexp/f? to the experimental data in Fig. 3
(orange curve for phase noise and cyan curve for amplitude
noise) illustrate the curves’ typical slopes and furthermore
give the corresponding experimental noise prefactor texp,
discussed in Sec. V.

The fundamental origin of flicker noise, described through
the phenomenological parameter « in Egs. (2) and (3), cannot
implicitly be specified as different physical processes are
potential origins. This includes intrinsic phenomena such as
fluctuations in the magnetic texture [28,29,49], the impact of
defects and/or inhomogeneities in the magnetic layers, and
the tunnel barrier in particular due to the fabrication process
[33]. Even external fluctuations of the driving dc current and
the applied magnetic field can play a role.

Comparing the experimental data depicted in Fig. 3 with
the theoretical equations (2) and (3), we find for the generating
noise process ¥ & 1 and a conversion of 1/f! amplitude into
1/f3 phase noise, reflected both in Fig. 3 (black and gray
curves in the low offset frequency regime) and in Eq. (3).
Next to the experimental PSDs, Fig. 3 also displays theoretical
curves excluding one or more terms in Egs. (2) and (3),
described in the following. The preliminarily evaluated exper-
imental values po, v, A fo, and f),, presented in Fig. 2, are fed
into the equations. Considering only the thermal linear part
of the phase noise PSD (v = 0, green curve in Fig. 3) again
emphasizes the noise growth due to nonlinearity v > 0, as
this curve is clearly below the experimental one (black curve

in Fig. 3). For higher offset frequencies (flicker contribution
is negligible), theoretical amplitude and phase noise curves
(blue dashed and pink dashed curves, respectively) exhibit,
as expected, excellent agreement with the corresponding data
(black and gray curves, respectively).

For lower offset frequencies, from ~10*Hz downwards,
the flicker noise neglected so far sums to the thermal noise
parts and lets the experimental and theoretical curves diverge.
The red dot-dashed curve in Fig. 3 describes the theoretical
phase noise PSD, including the extra contribution from the
conversion of experimental amplitude noise through the cou-
pling term in Eq. (3); thus, it neglects only the pure flicker
phase noise term [second term in Eq. (3)]. Importantly, we
note that this curve still clearly remains below the experi-
mental data (black curve in Fig. 3) in the range of low offset
frequencies but fits well for higher offsets.

V. RESULTS: ANALYSIS OF THE FLICKER
NOISE REGIME

In Fig. 3, we demonstrate that the above-described theo-
retical curves, based on the thermal noise contribution, corre-
spond well to the experimental data at higher frequencies. At
lower offset frequencies (f,; < 10%Hz), they clearly differ.
To understand this difference, we further evaluate Eq. (3)
using the low offset amplitude noise to additionally consider
amplitude-phase coupling and to classify the important pa-
rameters in the region f,; < 10* Hz. Hence, the violet curve
in Fig. 3 represents the phase noise including only the thermal
and amplitude-converted contributions (similar to the red dot-
dashed curve in the high offset frequency regime). The differ-
ence between the experimental phase noise PSD (black curve
in Fig. 3) and the calculated curve (violet) therefore clearly
pinpoints the pure phase flicker noise in Fig. 3, which is found
to be dominant against the other contributions. To further
classify the important noise parameters, we concentrate on the
pure phase flicker noise in the following.

In Fig. 4, we compare the experimental prefactors ey, of
the aexp/ f P fits to the experimental low-frequency noise, as
depicted in Fig. 3, and plot them as a function of the injected
dc current. The green points in Fig. 4 represent the difference
between the experimental data curve (black curve in Fig. 3)
and the data curve including thermal noise and nonlinear
amplitude noise conversion (violet curve in Fig. 3), notably
the pure phase flicker noise. The difference between the two
curves (red and green points in Fig. 4) directly reflects the
contribution from the part of the noise which is converted
from amplitude to phase. Indeed, this difference is small
and therefore emphasizes that the pure flicker phase noise is
dominant for the flicker noise regime. This conclusion is one
of the important results of this work.

Governing parameters and relation to the Hooge formalism

Another important result is that the flicker noise for both
the amplitude noise (blue points in the bottom panel of Fig. 4)
and the phase noise (red and green points in Fig. 4) decreases
as the injected dc current is increased. For comparison, this
behavior is different from what is found in conventional TMR
sensors [28,35,50], whose layer structure is very similar to
that of STNOs. For these devices, the low-frequency noise
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behavior is usually evaluated only by a description based on
the phenomenological Hooge formula [34,35]:

aHPdc
Sp = ; 4
T 4)

with P, being the circuit’s dc power, A being the magnetically
active surface, which is usually constant in TMR sensors, and
ay being the Hooge parameter. Interestingly, the coefficient
oy is often considered a kind of quality factor, e.g., in mag-
netic sensor technologies. It includes the intrinsic origins of
the flicker noise due to the manifold potential mechanisms
already mentioned before.

Note that the phenomenological Hooge formula was origi-
nally well adapted to semiconductor devices [51-53]. There, it
describes the 1/f noise proportional to the power supplied to
the system averaged over the number of carriers. By applying
the Hooge model to magnetic sensors, the averaging is indeed
realized on the effective magnetic volume that is converted
into the active magnetic surface A after proper renormalization
in Eq. (4). In STVOs, the nonlinear evolution of the active
surface A or, more generally, the active magnetic volume has
to be especially taken into account, as, usually, not all the
device area is active; only the surface enclosed by the vortex
core trajectory contributes to the rf signal (red circle in Fig. 1).
A particularity of STVOs (and STNOs in general) is that,
resulting from the nonlinearities of the different forces acting
on the vortex core, A can be controlled by the amplitude of the
spin transfer torque.

The active surface A = w(Rsp)? can be experimentally
determined by measuring the conductivities in the vortex
and antiparallel state Go(lz.) and G,,(I4c), the TMR value
TMR(l,.), the corresponding applied field values &; normal-
ized to the magnetization of layer i, and the effective oscilla-
tion voltage V., [22]. In the vortex oscillator model system,

w
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5 [
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FIG. 5. (a) Experimental active magnetic surface A and
(b) Hooge proportionality P,./A vs applied dc current /..

the oscillation radius can be calculated through

_ 2Go(1 + GoZsoe)
IaIETMR(Idc)GapZSOQ)L

1
X Vr 0>

JO =12 (1= 1yy)

with Zso, being the load and A &~ 2/3 being a magnetoresis-
tive factor (the proportionality factor for the planar magne-
tization value relative to the saturation magnetization). Note
that the average resistance 1/Gy = Ry(I;.) usually decreases
for larger currents.

The evaluated active surface of the studied STVO as a
function of the dc current is shown in Fig. 5, along with the
Hooge proportionality P,;./A, which mainly determines the
noise prefactor in Eq. (4).

We find that the Hooge proportionality P, /A is first
constant and then increases as a function of I;.. For lower
currents, the evolution of A is, in fact, compensating the
increase. But then in the regime of constant A, the quadratic
behavior of P, /A is similar to what is usually found in
magnetic TMR/GMR sensors. Following the Hooge model,
a consequence is that the noise level for higher currents will
also increase. As shown in Fig. 4, this is contrary to what we
find experimentally. Thus, we conclude that P,;. /A alone does
not properly describe the flicker noise behavior of a STVO
like it mainly does in the case of magnetic sensors.

Indeed, the nonlinear nature of the oscillator, expressed by
Egs. (2) and (3), has to be taken into account. It obviously
dominates over the Hooge behavior, which is, in fact, valid
for the static case with no sustained dynamics. In Eqgs. (2)
and (3) we assume the generating noise (which is not deter-
ministically understood so far) follows Hooge’s description in
Eq. (4) and include it in the parameter &« ~ oy P;. /A. Note that
the prefactor oy for the phase does not necessarily need to be
equivalent to that of the amplitude noise.

In Fig. 6, we calculate the evolution of the flicker noise
prefactor vs I;. based on the parameters of Eqgs. (2) and
(3), taking into account the previously discussed effects. At
this stage, we neglect oy, which will be discussed later,

So
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FIG. 6. Calculated pure flicker noise prefactors evaluated
through Egs. (2) and (3) with measured experimental magnitudes
without oy

and therefore plot Py./(4pom? f,fA) for the amplitude and

P,./(4pom?A) for the pure phase flicker noise prefactor. The
calculated noise prefactors of the pure amplitude and phase
flicker noise terms (Fig. 6) qualitatively reproduce the trends
of the direct measurement, represented in Fig. 4. In particular,
we see that the phase noise curve first decreases, then remains
constant over a certain current range until it starts increasing
again from ~6.5 mA on. This behavior is associated with the
decreasing nonlinearity at higher currents [22] and a resulting
nearly constant oscillation radius sy and output power pg in
this regime (compare Figs. 5 and 2). Therefore, the Hooge
ratio P,./A also becomes more influential and starts to dom-
inate the noise behavior in a way similar to what is usually
found in TMR sensors.

The amplitude noise prefactor (Fig. 6, blue curve) is
slightly decreasing in the range of the experimentally studied
injected currents, but it has to be remarked that the error bars
are large. In general, the flicker contribution of Ss. mainly
depends on the damping rate f}, back to the limit cycle.

The Hooge parameter ay (not yet considered for the data
shown in Fig. 6) can be estimated from our results as a
proportionality factor between the calculated noise prefactors
(shown in Fig. 6) and the measured values (shown in Fig. 4).
We estimate ay s ~ 10° Q um? & Goay sy ~ 10! um? for
the phase and oy s ~ 10' Q um? & Gooy se ~ 107! um?
for the amplitude noise. For comparison, in TMR-based
sensors the obtained values are typically between Goay ~
107% um? [28,54] and 107! um? [29,55-57], measured for
voltage fluctuations upon the tunnel junction. In Ref. [29],
Goayy ~ 107! ym? is calculated from data on TMR sensor
devices with a layer structure similar to ours and a resistance-
area product RA well below 100k um?, where oy usually
becomes stable in terms of RA [35]. In contrast to the present
work, data in Ref. [29] were obtained at low temperature (7" =
5 K). Thermal noise processes can also be the generator of 1/ f
noise processes (Barkhausen noise), as shown in Ref. [57],
where a decrease in oy by about 2 orders of magnitude at
low compared to room temperature was measured. Moreover,
we apply up to ~400 mV compared to a maximum bias

voltage of ~50 mV in Ref. [29]. Usually, oy decreases with
higher applied voltages by up to one order of magnitude
[54-56] due to new conductance channels arising in this range
of biases (and the likewise decreasing TMR ratio) [54,56].
In our devices, this behavior leads to a suppression of the
phase noise increase for higher currents, as presented in
Fig. 6. Finally, the parameter oy in general depends on the
magnetic configuration of the magnetic tunnel junction [in
sensors mainly parallel (P) and antiparallel (AP)] because of
the different nature of tunneling channels. The higher noise
level in the AP state can [57] be mostly explained by a
higher contribution to noise from tunneling electrons from
the localized bands. Those are more sensitive to charge traps
(e.g., magnetic impurities) in the insulator. In the AP state,
mainly localized bands contribute to the tunneling compared
to mainly delocalized s electrons in the P state. Therefore, the
difference in the Hooge parameter oy ap > o p is usually at
least a factor of 2 [35] but more often even 1 or 2 orders of
magnitude [55,56,58].

As an important result, we state that the system’s nonlinear
nature strongly governs not only the thermal but also the
flicker noise behavior. The influence on the statically observed
noise proportionality P;./A, which is modeled by the Hooge
formalism, is found to be of minor significance, at least until
the larger current regime where the nonlinearity decreases
and oscillation radius sy and oscillation output power pg
do not significantly increase anymore. In this regime, the
phase noise follows a Hooge-like increase, as we find in
the evolution of the calculated parameters. Note, however,
that this trend is found to be much less pronounced in the
parameters extracted from the measurements (see Fig. 4) due
to the evolution of oy expected in this range of very large
applied biases. In fact, the phenomenological parameter oy
describes the noise level and may have contributions from
both magnetic and electronic mechanisms (as well as the
microstructural quality of the thin films [33]) that might differ
for amplitude and phase. A comparison with known values
in similar TMR devices usually operating at very low voltage
bias is not straightforward, because as we show here, all noise
mechanisms might act in fundamentally different ways. As
we demonstrate, the evolution of the output power py and
the (correlated) active magnetic surface A are essential for the
phase noise. For the amplitude noise, the essential governing
parameter is the damping rate f}, back to the limit cycle.

VI. CONCLUSION

We presented here a phenomenological theory based on
the nonlinear auto-oscillator model in order to describe the
noise properties of spin-torque nano-oscillators in the low
offset frequency range. We investigated how the 1/f flicker
noise, which is the dominant noise source in the low offset
frequency regime, is connected to the oscillator’s nonlinear
dynamics.

In addition to the theoretical description, we also con-
ducted a detailed experimental investigation performed on
vortex-based spin-torque oscillators and discussed the re-
sults based on the theoretical predictions. We measured a
1/f!' flicker amplitude noise and its conversion into 1/f3
phase noise. Indeed, the phase noise additionally exhibits a
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pure phase flicker noise contribution, which is found to be
dominant. As a consequence, we hence demonstrated that
the amplitude-phase-noise coupling is less important in the
low offset frequency regime compared to higher-frequency
offsets.

In summary, we found that the flicker noise in spin-torque
oscillators, particularly in STVOs but extendable to other
STNOs, is determined by the system’s nonlinear parameters in
the highly frequency tunable operation range. We also showed
that this conclusion becomes less valid in the regime of very
large driving force on the vortex core (i.e., large applied
current). Moreover, we combined the dynamical equations
with the well-established Hooge formalism for TMR sensors

and emphasized the importance of different parameters on the
low offset frequency noise.

We believe that our work contributes to the fundamental
understanding of the 1/f flicker noise in spin-torque nano-
oscillators. As this noise type especially limits the spin-torque
oscillator’s long-term stability, we furthermore believe that
this work provides a basis to improve the noise characteristics
of various applications aiming to rely on STNO devices.
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