
RF Instrumentation

1

Enrico Rubiola

2019-2020

• Burden:  
21 H Lectures and work (E.R.) 
8 H labs (Pierre-Yves Bourgeois)



#1 Thursday, Sept 12, 2019

2

1.5 Hours



Where Are Instruments Going?

12-bit converters – from my memory 
(years may not be accurate)  
• 1985-1990   15-20 MS/s 
• 2005             250 MS/s 
• 2018             12 GS/s
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Figure 2.4: Transfer Function for Ideal Unipolar 3-bit DAC 

 
 
 

 
Figure 2.5: Transfer Function for Ideal Unipolar 3-bit ADC 
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Figure 2.10: Transfer Function for Ideal Bipolar 3-bit DAC 
 

 
 

Figure 2.11: Transfer Function for Ideal Bipolar 3-bit ADC 
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Figure 2.4: Transfer Function for Ideal Unipolar 3-bit DAC 

 
 
 

 
Figure 2.5: Transfer Function for Ideal Unipolar 3-bit ADC 
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Figure 2.10: Transfer Function for Ideal Bipolar 3-bit DAC 
 

 
 

Figure 2.11: Transfer Function for Ideal Bipolar 3-bit ADC 
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and sign-magnitude ADCs are found mostly in digital voltmeters (DVMs). The unipolar, 

offset binary, and sign-magnitude representations are shown in Figure 2.16. 

 

 

 

Figure 2.16: Unipolar and Bipolar Converters 
 

The four dc errors in a data converter are offset error, gain error, and two types of 

linearity error (differential and integral). Offset and gain errors are analogous to offset 

and gain errors in amplifiers as shown in Figure 2.17 for a bipolar input range. (Though 

offset error and zero error, which are identical in amplifiers and unipolar data converters, 

are not identical in bipolar converters and should be carefully distinguished.)  

 

The transfer characteristics of both DACs and ADCs may be expressed as a straight line 

given by D = K + GA, where D is the digital code, A is the analog signal, and K and G 

are constants. In a unipolar converter, the ideal value of K is zero; in an offset bipolar 

converter it is –1 MSB. The offset error is the amount by which the actual value of K 

differs from its ideal value.  

 

The gain error is the amount by which G differs from its ideal value, and is generally 

expressed as the percentage difference between the two, although it may be defined as the 

gain error contribution (in mV or LSB) to the total error at full-scale. These errors can 

usually be trimmed by the data converter user. Note, however, that amplifier offset is 

trimmed at zero input, and then the gain is trimmed near to full-scale. The trim algorithm 

for a bipolar data converter is not so straightforward. 
 
The integral linearity error of a converter is also analogous to the linearity error of an 

amplifier, and is defined as the maximum deviation of the actual transfer characteristic of 
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(but may be given in LSBs). For an ADC, the most popular convention is to draw the 
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Likewise for the DACs
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2.14 

is very important to remember that the actual transfer characteristic is not a line, but a 
number of discrete points.  

 

 
Figure 2.15: Transfer Functions for Ideal 3-Bit DAC and ADC 

 
The input to an ADC is analog and is not quantized, but its output is quantized. The 
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up to ½ LSB between the actual analog input and the exact value of the digital output. 
This is known as the quantization error or quantization uncertainty as shown in Figure 
2.15. In ac (sampling) applications this quantization error gives rise to quantization noise 
which will be discussed in Section 2.3 of this chapter.  
 
As previously discussed, there are many possible digital coding schemes for data 
converters: straight binary, offset binary, 1's complement, 2's complement, sign 
magnitude, gray code, BCD and others. This section, being devoted mainly to the analog 
issues surrounding data converters, will use simple binary and offset binary in its 
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of digital code.  
 
The examples in Figure 2.15 use unipolar converters, whose analog port has only a single 
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common ways of choosing the straight line: end point and best straight line as shown in 
Figure 2.18. 
 

 
Figure 2.17: Bipolar Data Converter Offset and Gain Error 

 
 

 
 

Figure 2.18: Method of Measuring Integral Linearity Errors 
(Same Converter on Both Graphs) 
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arbitrary "best fit"), and is the one normally adopted by Analog Devices, Inc. 
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curve fitting techniques, and the maximum deviation is measured from this line. In 
general, the integral linearity error measured in this way is only 50% of the value 
measured by end point methods. This makes the method good for producing impressive 
data sheets, but it is less useful for error budget analysis. For ac applications it is better to 
specify distortion than dc linearity, so it is rarely necessary to use the best straight line 
method to define converter linearity.  
 
The other type of converter nonlinearity is differential nonlinearity (DNL). This relates to 
the linearity of the code transitions of the converter. In the ideal case, a change of 1 LSB 
in digital code corresponds to a change of exactly 1 LSB of analog signal. In a DAC, a 
change of 1 LSB in digital code produces exactly 1 LSB change of analog output, while 
in an ADC there should be exactly 1 LSB change of analog input to move from one 
digital transition to the next. Differential linearity error is defined as the maximum 
amount of deviation of any quantum (or LSB change) in the entire transfer function from 
its ideal size of 1 LSB.  
 
Where the change in analog signal corresponding to 1 LSB digital change is more or less 
than 1 LSB, there is said to be a DNL error. The DNL error of a converter is normally 
defined as the maximum value of DNL to be found at any transition across the range of 
the converter. Figure 2.19 shows the non-ideal transfer functions for a DAC and an ADC 
and shows the effects of the DNL error.  

 
Figure 2.19: Transfer Functions for Non-Ideal 3-Bit DAC and ADC 
 
The DNL of a DAC is examined more closely in Figure 2.20. If the DNL of a DAC is 
less than –1 LSB at any transition, the DAC is non-monotonic i.e., its transfer 
characteristic contains one or more localized maxima or minima. A DNL greater than +1 
LSB does not cause non-monotonicity, but is still undesirable. In many DAC applications 
(especially closed-loop systems where non-monotonicity can change negative feedback 
to positive feedback), it is critically important that DACs are monotonic. DAC 
monotonicity is often explicitly specified on data sheets, although if the DNL is 
guaranteed to be less than 1 LSB (i.e., |DNL| ≤ 1 LSB) then the device must be 
monotonic, even without an explicit guarantee.  
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Figure 2.20: Details of DAC Differential Nonlinearity 

 
In Figure 2.21, the DNL of an ADC is examined more closely on an expanded scale. 
ADCs can be non-monotonic, but a more common result of excess DNL in ADCs is 
missing codes. Missing codes in an ADC are as objectionable as non-monotonicity in a 
DAC. Again, they result from DNL < –1 LSB.  

 

 
 

Figure 2.21: Details of ADC Differential Nonlinearity 
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Figure 2.23: Errors Associated with Improperly Trimmed Subranging ADC 
 
Defining missing codes is more difficult than defining non-monotonicity. All ADCs 
suffer from some inherent transition noise as shown in Figure 2.24 (think of it as the 
flicker between adjacent values of the last digit of a DVM). As resolutions and 
bandwidths become higher, the range of input over which transition noise occurs may 
approach, or even exceed, 1 LSB. High resolution wideband ADCs generally have 
internal noise sources which can be reflected to the input as effective input noise summed 
with the signal. The effect of this noise, especially if combined with a negative DNL 
error, may be that there are some (or even all) codes where transition noise is present for 
the whole range of inputs. There are therefore some codes for which there is no input 
which will guarantee that code as an output, although there may be a range of inputs 
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Figure 2.24: Combined Effects of Code Transition Noise and DNL 
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SECTION 2.2: SAMPLING THEORY 
Walt Kester 
 
This section discusses the basics of sampling theory. A block diagram of a typical real-
time sampled data system is shown in Figure 2.25. Prior to the actual analog-to-digital 
conversion, the analog signal usually passes through some sort of signal conditioning 
circuitry which performs such functions as amplification, attenuation, and filtering. The 
lowpass/bandpass filter is required to remove unwanted signals outside the bandwidth of 
interest and prevent aliasing.  
 

 
Figure 2.25: Sampled Data System 

 
The system shown in Figure 2.25 is a real-time system, i.e., the signal to the ADC is 
continuously sampled at a rate equal to fs, and the ADC presents a new sample to the 
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required computation within the sampling interval, 1/fs, and present an output sample to 
the DAC before arrival of the next sample from the ADC. An example of a typical DSP 
function would be a digital filter.  
 
In the case of FFT analysis, a block of data is first transferred to the DSP memory. The 
FFT is calculated at the same time a new block of data is transferred into the memory, in 
order to maintain real-time operation. The DSP must calculate the FFT during the data 
transfer interval so it will be ready to process the next block of data.  
 
Note that the DAC is required only if the DSP data must be converted back into an 
analog  signal (as would be the case in a voiceband or audio application, for example). 
There are many applications where the signal remains entirely in digital format after the 
initial A/D conversion. Similarly, there are applications where the DSP is solely 
responsible for generating the signal to the DAC. If a DAC is used, it must be followed 
by an analog anti-imaging filter to remove the image frequencies. Finally, there are 
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Figure 2.30: Aliasing in the Time Domain 

 

 
 

Figure 2.31: Analog Signal fa Sampled @ fs Using Ideal Sampler 
 Has Images (Aliases) at |± Kfs ± fa|, K = 1, 2, 3, . . . 

 
The Nyquist bandwidth is defined to be the frequency spectrum from dc to fs/2. The 
frequency spectrum is divided into an infinite number of Nyquist zones, each having a 
width equal to 0.5fs as shown. In practice, the ideal sampler is replaced by an ADC 
followed by an FFT processor. The FFT processor only provides an output from dc to 
fs/2, i.e., the signals or aliases which appear in the first Nyquist zone.  
 
Now consider the case of a signal which is outside the first Nyquist zone (Figure 2.31B). 
The signal frequency is only slightly less than the sampling frequency, corresponding to 
the condition shown in the time domain representation in Figure 2.30. Notice that even 
though the signal is outside the first Nyquist zone, its image (or alias), fs – fa, falls inside. 
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image frequencies of fa, it will also occur at fa, thereby producing a spurious frequency 
component in the first Nyquist zone.  
 
This is similar to the analog mixing process and implies that some filtering ahead of the 
sampler (or ADC) is required to remove frequency components which are outside the 
Nyquist bandwidth, but whose aliased components fall inside it. The filter performance 
will depend on how close the out-of-band signal is to fs/2 and the amount of attenuation 
required.   
 
 
Baseband Antialiasing Filters 
 
Baseband sampling implies that the signal to be sampled lies in the first Nyquist zone. It 
is important to note that with no input filtering at the input of the ideal sampler, any 
frequency component (either signal or noise) that falls outside the Nyquist bandwidth in 
any Nyquist zone will be aliased back into the first Nyquist zone. For this reason, an 
antialiasing filter is used in almost all sampling ADC applications to remove these 
unwanted signals.  
 
Properly specifying the antialiasing filter is important. The first step is to know the 
characteristics of the signal being sampled. Assume that the highest frequency of interest 
is fa. The antialiasing filter passes signals from dc to fa while attenuating signals above fa.  
 
Assume that the corner frequency of the filter is chosen to be equal to fa. The effect of the 
finite transition from minimum to maximum attenuation on system dynamic range is 
illustrated in Figure 2.32A.  

 
 

Figure 2.32: Oversampling Relaxes Requirements  
on Baseband Antialiasing Filter 
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Figure 2.34: Undersampling and Frequency Translation Between Nyquist Zones 
 
Figure 2.34C shows the sampled signal restricted to the third Nyquist zone. Note that the 
image that falls into the first Nyquist zone has no frequency reversal. In fact, the sampled 
signal frequencies may lie in any unique Nyquist zone, and the image falling into the first 
Nyquist zone is still an accurate representation (with the exception of the frequency 
reversal which occurs when the signals are located in even Nyquist zones). At this point 
we can clearly restate the Nyquist criteria: 
 
A signal must be sampled at a rate equal to or greater than twice its bandwidth in order 
to preserve all the signal information.  
 
Notice that there is no mention of the absolute location of the band of sampled signals 
within the frequency spectrum relative to the sampling frequency. The only constraint is 
that the band of sampled signals be restricted to a single Nyquist zone, i.e., the signals 
must not overlap any multiple of fs/2 (this, in fact, is the primary function of the 
antialiasing filter).  
 
Sampling signals above the first Nyquist zone has become popular in communications 
because the process is equivalent to analog demodulation. It is becoming common 
practice to sample IF signals directly and then use digital techniques to process the signal, 
thereby eliminating the need for an IF demodulator and filters. Clearly, however, as the 
IF frequencies become higher, the dynamic performance requirements on the ADC 
become more critical. The ADC input bandwidth and distortion performance must be 
adequate at the IF frequency, rather than only baseband. This presents a problem for most 
ADCs designed to process signals in the first Nyquist zone, therefore an ADC suitable for 
undersampling applications must maintain dynamic performance into the higher order 
Nyquist zones.  
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W. Kester ed., Analog-Digital Conversion, AD 2004, ISBN 0-916550-27-3

W. Kester, Fig 2.34
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Sample and Hold 49

  ANALOG-DIGITAL CONVERSION  

2.26 

which cause high-frequency inputs to exhibit nonlinearities and missing codes as shown 
in the right-hand photos. The data was taken by driving a DAC with the ADC output. The 
DAC output is a low frequency aliased sinewave corresponding to the difference between 
the sampling frequency (20 MSPS) and the ADC input frequency (19.98 MHz). In this 
case, the alias frequency is 20 kHz. (Aliasing is explained in detail in the next section).  
 

 
Figure 2.27: Sample-and-Hold Function Required for Digitizing AC Signals 

 

 
Figure 2.28: 8-bit, 20-MSPS Flash ADC With and Without Sample-and-Hold 

 

ADC
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TIMING

SAMPLING
CLOCK

SW
CONTROL

ANALOG
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SAMPLE
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SAMPLE

C

ENCODER CONVERTS
DURING HOLD TIME

SW
CONTROL

N

WITH SHA WITHOUT SHA

fs = 20 MSPS, fa = 19.98 MHz, fs – fa = 20kHz

W. Kester ed., Analog-Digital Conversion, AD 2004, ISBN 0-916550-27-3

W. Kester, Fig 2.27
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Recall dB, dBm, dBV, dBm/Hz, dBV2/Hz etc.51

Power

Voltage

(P2/P1)dB = 10 Log10(P2/P1)

Power, dBm PdBm = 10 Log10(P/Pref),   Pref = 1 mW

(V2/V1)dB = 20 Log10(V2/V1)
Current (I2/I1)dB = 20 Log10(I2/I1)

Voltage, dBV VdBV = 20 Log10(V/Vref),    Vref = 1 V

Obvious extension, use 

10 Log for power, 

20 Log for voltage and current 



Examples

• Car engine,   137 HP (102 kW) —> dBm 

• Antenna signal, 300 µV —> dBV 

52



53



Variance (signal power) 54

σ2 =
1
T ∫

T

0
|x(t) − μ |2 dtTime domain



Power Spectral Density  S(ƒ)

ν

S

red

violet
white light

n2 > n1 n1 n1 

P

λ

se
ns

or
 a

rr
ay

 
or

 p
ho

to
 fi

lm

prism

target

55

Continuous or discrete

• The PSD is the distribution of power vs. 
frequency (power in 1-Hz bandwidth) 
• The PS is the distribution of energy vs. 

frequency (energy in 1-Hz bandwidth) 
• Frequency can be continuous or 

discrete (histogram), 

• In mathematics,  
• the power is a square quantity 
• the energy is power integrated in time 

• Power (energy) in physics is a 
square (integrated) quantity 
• PSD  –>  W/Hz  (or V2/Hz, A2/Hz, etc.) 
• PS     –>  J/Hz 



Where Dispersion Comes from 56
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Parseval Theorem 60

Frequency  
domain

Time  
domain

The power P (the variance σ2) of a signal can be 
evaluated in time domain or in the frequency 

domain, and the result is the same

P = lim
T!1

1

T

Z T/2

�T/2
|x(t)|2 dt

∫0T for deterministic signals

P =

Z 1

0
S(f) df

<latexit sha1_base64="s6mzW/kc9zZnfyN0H9DBSc2bJrw=">AAACBHicZVBdSxtBFL2rbdVoa7SPvoxNhBRC2F3xIw+iUAo+ptTEQJKG2cmsDs7OLjN3hbDk1f4ZfRLtW3+Bf8B/4U9wdqPgx4FhDufey73nBIkUBl333pmZ/fDx09z8Qmlx6fOX5fLKasfEqWa8zWIZ625ADZdC8TYKlLybaE6jQPLj4OxHXj8+59qIWB3hOOGDiJ4oEQpG0UrD8nq12iJ7pC8UDjN38seSEMfkdy383q+PwlK1OixX3IZbgLwgW67X3PaI96RU9h+gQGtYvuuPYpZGXCGT1Jie5yY4yKhGwSSflPqp4QllZ/SE9yxVNOJmkBVWJmTDKiMSxto+haRQX05kNDIRxdO6/fMOkxMzjoJ6ENXzgjahebMDw91BJlSSIldsuiJMJcGY5ImQkdCcoRxbQpkW9krCTqmmDG1upcJ+s+n725vkPXm23/Eb3mbD/+VXDn5Oc4B5WINvUAMPduAADqEFbWDwF67gFv45F86lc+3cTFtnnKeZr/AKzv9H6SiXgQ==</latexit>
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DFT,  FFT, FFTW, SFFT

• The direct computation of the DFT takes ≈ N2 multiplications


• The FFT is an algorithm for Fast computation of the DFT that takes ≈ N 
log(N) multiplications


• The FFTW, “the Fastest Fourier Transform in the West,” is an even faster. 
N log(N) multiplications (M. Frigo, S.G. Johnson, MIT) 
See http://fftw.org/


• SFFT “faster-than-fast” Sparse (FFT, D.Katabi, P.Indyk, MIT) 
See http://groups.csail.mit.edu/netmit/sFFT/ 


• For the general user (does not implement FT algorithms),  
the difference between DFT, FFT, and FFTW is (at most) 
computing time

65

Basic DFTX
⇣ n

NT

⌘
=

N�1X

k=0

x(kT ) e�ı2�nk/N

T = sampling interval, fS = 1/T

n = 0 . . . N � 1 integer frequency, f = n/NT

The Discrete Fourier Transform (DFT) approximates the (continuous) FT
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Parallel Spectrum Analyzer 66

rms
voltmeter

p
Sv(f1)v(t)

input

1-Hz filter array

rms
voltmeter

p
Sv(fn)

f1

f2

p
Sv(f2)

rms
voltmeter

p
Sv(fn)fn

S

f

Rice representation —> Extension of the Fourier series

x(t) =
1X

n=0

an(t) cos(n�0t)� bn(t) sin(n�0t)

Sx(n�0) =
⇥
a2

n + b2
n

⇤
/�0 ω0 is the analysis bandwidth 
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Vibrating-Reed Frequency Meter 68
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End of Lecture #4



#5 Tuesday, Sept 24, 2019

70

1.5 Hours



FFT Spectrum Analyzer

• Direct digitization of the input signal

• Fully digital process

• Limited to ƒmax ≈ 0.4 × ƒsampling

• Tough tradeoff between resolution and max frequency

71

ADC FFT
algorithm

input

anti
aliasing sampling

front
end

file: sp-FFT-sa

display

control unitfrequency
reference

synthesizer



Examples
1. White noise, –150 dBm/Hz 

Calculate the power in B = 10 MHz centered at ƒ0 = 
100 MHz


2. Pure 100 MHz carrier, +10 dBm power, sketch the 
PSD 
Assume ideally narrow bandwidth, continuous PSD


3. Pure 100 MHz carrier, +10 dBm power, sketch the 
PSD 
Assume discrete PSD, RBW = 5 kHz


4. Amplitude-modulated signal,  
Carrier ƒ0 = 100 MHz, P0 = 10 dBm  
Sidebands ƒm = 500 Hz, PSB = 0 dBm

• Assume ideally narrow bandwidth, continuous PSD

• Assume discrete PSD, RBW = 5 kHz

72



Example 1 73

• White noise, –150 dBm/Hz 
Calculate the power in B = 10 MHz centered at ƒ0 = 100 MHz
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Example 2
• Pure 100 MHz carrier, +10 dBm power, sketch the PSD 

Assume ideally narrow bandwidth.

75
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Example 3
• Pure 100 MHz carrier, +10 dBm power, sketch the PSD 

Assume discrete PSD, RBW = 5 kHz

77



Example 4
• Amplitude-modulated signal, sketch the PSD 

Carrier ƒ0 = 100 MHz, P0 = 10 dBm  
Sidebands ƒm = 500 Hz, PSB = 0 dBm

• Assume ideally narrow bandwidth, continuous PSD

• Assume discrete PSD, RBW = 5 kHz

78



Probability Density Distribution 79

p(x)

x

∫
∞

−∞
p(x) dx = 1

Pab = ∫
b

a
p(x) dx

a b c d

Pab or cd = Pab + Pcd
iff ab and cd are separated
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Variance (signal power) 84

σ2 =
1
T ∫

T

0
|x(t) |2 dtTime domain

σ2 = ∫
∞

−∞
x2p(x) dxProbability

σ2 = ∫
∞

0
S( f ) dfSpectrum

Wiener 
Khinchin 
Theorem
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Why the Variance is Power 85

σ2 = ∫
∞

−∞
x2p(x) dx
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Example 87

Calculate
P{320 μV < ϵ < 325 μV}

1
2

VLSB−
1
2

VLSB

VLSB = 1mV ϵ
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Example 89

Calculate
P{320 μV < x < 325 μV}x



Gaussian (Normal) Distribution 90

x is normal distributed with  
zero mean μ and variance σ2

f(x) =
1⇧
2⇥ ⇤

exp
�
� (x� µ)2

2⇤2

⇥

E{f(x)} = µ

E{f2(x)} = µ2 + ⇤2

E{|f(x)� E{f(x)}|2} = ⇤2

File: xsp-Gaussian

f(x) =
1⇥
2� ⇥

exp
�
� (x� µ)2

2⇥2

⇥

µ

�

0

PP = P{x > 0} = 1� 1
2
erfc

�
µ⇥
2 �

⇥
PN = P{x < 0} =

1
2
erfc

�
µ�
2 �

⇥
�

µ + �µ� �

µN = µ� 1
1
2erfc

�
µ�
2 �

⇥ ⇥⇤
2� exp(µ2/⇥2)

µP = µ +
1

1� 1
2erfc

�
µ�
2 �

⇥ ⇥⇤
2� exp(µ2/⇥2)

x < 0

x

x > 0
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Accuracy and Noise — The Big Picture 92
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Quantization 100

FUNDAMENTALS OF SAMPLED DATA SYSTEMS 

2.3 DATA CONVERTER AC ERRORS 

2.37 

 
SECTION 2.3: DATA CONVERTER AC ERRORS 

Walt Kester, James Bryant 
 
This section examines the ac errors associated with data converters. Many of the errors 
and specifications apply equally to ADCs and DACs, while some are more specific to 
one or the other. All possible specifications are not discussed here, only the most 
common ones. Section 2.4 of this Chapter contains a comprehensive listing of converter 
specifications as well as their definitions, including some not discussed in this section.  
 
Theoretical Quantization Noise of an Ideal N-Bit Converter 
 
The only errors (dc or ac) associated with an ideal N-bit data converter are those related 
to the sampling and quantization processes. The maximum error an ideal converter makes 
when digitizing a signal is ±½ LSB. The transfer function of an ideal N-bit ADC is 
shown in Figure 2.37. The quantization error for any ac signal which spans more than a 
few LSBs can be approximated by an uncorrelated sawtooth waveform having a peak-to-
peak amplitude of q, the weight of an LSB. Although this analysis is not precise, it is 
accurate enough for most applications. W. R. Bennett of Bell Laboratories analyzed the 
actual spectrum of quantization noise in his classic 1948 paper (Reference 1). With 
certain simplifying assumptions, his detailed mathematical analysis simplifies to that of 
Figure 2.37. Other significant papers on converter noise (References 2-5) followed 
Bennett's classic publication.  
 

 
 
 

Figure 2.37: Ideal N-bit ADC Quantization Noise 
 

ANALOG
INPUT

DIGITAL
OUTPUT

ERROR
(INPUT – OUTPUT)

q = 1 LSB

Probability density

–VLSB/2 +VLSB/2

1/VLSB

σ2 =
1
12

V2
LSB

W. Kester, Fig 2.37

W. Kester ed., Analog-Digital Conversion, AD 2004, ISBN 0-916550-27-3
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Quantization Noise 105

Wiener–Khintchine theorem: in ergodic 
systems, interchange time & ensemble 

The noise can be calculated with statistics

Parseval theorem: Energy (power) calculated 
in time and in frequency is the same

Analog-to-digital conversion introduces a 
quantization error x  [–VLSB/2 ≤ x ≤ +VLSB/2]

1/12 –> –10.8 dB 
22n –> 6 dB/bit

VLSB

sampling point

x
error

v(t)

t

1

VLSB

p(x)

VLSB

�2 =
V 2
LSB

12

S
(f
)

f

N

B
�2 = NB

B = 1
2⌫s (Nyquist)

n-bit conversion: VLSB =
VFSR

2n

�2 =
V 2
FSR

12⇥ 22n
V2

N =
V 2
FSR

6⇥ 22n ⌫s
V

2
/Hz

W. R. Bennett, Spectra of quantized signals, Bell System Tech J. 27(4), July 1948 



Example of FFT Analyzer Noise 106

HP-3562A  
(E.Rubiola notebook v.5 p.177)

Theoretical evaluation

DAC 12 bit resolution, including sign

range 10 mVpeak

Vfsr = 20 mV   (±10 mV)

resolution

Vq = Vfsr / 212 


= 4.88 μV


total noise

σ2 = (4.88 μV)2 / 12 


= 2×10–12   V2  (–117 dB)


quantization noise PSD

Sv = σ2 / B


= –117 dBV2/Hz  with B = 1 Hz   (etc.)


Front-end noise, evaluated from the plot

Sv = 2×10–15   V2  (–150 dB), at 10–100 kHz 


or 45 nV/Hz1/2


use Sv = 4kTR

R = 125 kΩ    

or R = 100 kΩ and F = 1 dB (noise figure)

Experimental observation
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How to Get Lower ƒs
108

• Just reduce the clock frequency

• Clean decimation
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Digital Filter and Decimation 111

S(ƒ)

ƒ
B0 B00

slow sampling

N 00

N 0

�2 = NB

fast sampling fast sampling

S(ƒ)

ƒ

digital filer
after sampling

Bn = 1
2fNB

sampling BW signal BW 

�2 =
B

Bn
�2
n

Noise, Sampling, and 
the Parseval theorem

Solution:  
Fast sampling, and filter

2⇡B
sin(2⇡BT )

2⇡BT

2B

1/2B

t

h(t)

ƒ

H(ƒ)

B�B

1D

�2 =
V 2
FSR

12⇥22m

• Convolution with low-pass h(t) 
• 127 coeff. Blackman-Harris kernel 

provides 70 dB stop-band attenuation 
• Future: we will use  

>>127 coefficients 
• Need more bits
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The Formula SNR = 6.02 n + 1.76 dB 113

P = V2
pp/8R

σ2 = V2
LSB/12R

SNR =
3
2

V2
pp

V2
LSB

Vpp ≤ VFSR

VLSB = VFSR/2n

SNR =
3
2

22n
10 log10(3/2) = 1.76

10 log10 (22n) = 6.02 n

SNR =
3
2

22n
V2

pp

V2
FSR

Simplified

Full formula

+20 log10
Vpp

VFSR
dB

SNR =
P
σ2

6.02 n + 1.76

6.02 n + 1.76 dB

Better called SQR

Signal to Quantization Ratio
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�2 =
V 2
FSR

12⇥ 22n
V2



Transition Noise

• Actual noise includes quantization, 
analog noise, and distortion

•σ2v = σ2q + σ2a + σ2d

• Random distribution of output N

• Metrology suggests to make σ2q 

negligible because BUS bits are 
cheap

115
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Figure 36. SNR vs. Sample Frequency (fS), fIN = 1.8 GHz; AIN = −2 dBFS and −9 dBFS 
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Figure 37. SFDR vs. Sample Frequency (fS), fIN = 1.8 GHz; AIN = −2 dBFS and 
−9 dBFS 
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Figure 38. Power Dissipation vs. Sample Frequency (fS), fIN = 1.8 GHz; AIN = −2 dBFS 
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Figure 39. Input Bandwidth (See Figure 55 for the Input Configuration) 
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Figure 40. Input Referred Noise Histogram 
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Transition Noise

• Analog noise is higher than quantization noise 
• Given a voltage V  –> random distribution of output N 
• This correct   –>   V2 = V2analog + V2quant  

(don’t spoil the resolution with insufficient no of bits)

117

High-Speed Converters

I =
X

i

�pi log2(pi)

Information (bits) Equivalent No of Bits

ENoB = log2


1 +

VFSRp
12 �V

�

<latexit sha1_base64="9mQ4jLTYKME8YLhdayxVFCJkIGs=">AAACNnicbZBLaxRBFIWr4yuOr4ku3RTOCIIwdHfIYwTJoChulPiYSWCqaaprbvcUqe7qVN0ODk3/Kjf+DnfZuFDEbX6CNT0R4uNAweGce6mqLymVtOj7p97apctXrl5bv965cfPW7TvdjbsTqysjYCy00uYw4RaULGCMEhUclgZ4nig4SI6eL/uDEzBW6uIDLkqIcp4VMpWCo4vi7ut+nyF8xPrFG/2secqUzuKQKUhxGjxmqeGinsSriZfv3zVNzeyxwToIG/aEWZnlPJ40zMhsjlG/H3d7/sBvRS+YLT8Ybgc0OE96e2ek1X7c/cJmWlQ5FCgUt3Ya+CVGNTcohYKmwyoLJRdHPIOpswXPwUZ1++2GPnTJjKbauFMgbdOLGzXPrV3kiZvMOc7t390y/F83rTDdjWpZlBVCIVYXpZWiqOmSIZ1JAwLVwhkujHRvpWLOHSt0pDsthOEwDLc36b/mN4RJOAg2B1tvw95otKJB1sl98oA8IgHZISPyiuyTMRHkEzkl38h377P31fvh/VyNrnnnO/fIH/LOfgF4dq4X</latexit>
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FUNDAMENTALS OF SAMPLED DATA SYSTEMS 
2.3 DATA CONVERTER AC ERRORS 

2.45 

Noise-Free (Flicker-Free) Code Resolution  
 
The noise-free code resolution of an ADC is the number of bits beyond which it is 
impossible to distinctly resolve individual codes. The cause is the effective input noise 
(or input-referred noise) associated with all ADCs and described above. This noise can be 
expressed as an rms quantity, usually having the units of LSBs rms. Multiplying by a 
factor of 6.6 converts the rms noise into peak-to-peak noise (expressed in LSBs peak-to-
peak). The total range of an N-bit ADC is 2N LSBs. The noise-free (or flicker-free) 
resolution can be calculated using the equation: 
 

Noise-Free Code Resolution = log2 (2N/Peak-to-Peak Noise). Eq. 2.17 
 

The specification is generally associated with high-resolution sigma-delta measurement 
ADCs, but is applicable to all ADCs.  
 
The ratio of the FS range to the rms input noise is sometimes used to calculate resolution. 
In this case, the term effective resolution is used. Note that under identical conditions, 
effective resolution is larger than noise-free code resolution by log2(6.6), or 
approximately 2.7 bits. 
 

Effective Resolution = log2 (2N/RMS Input Noise)       Eq. 2.18 
 

Effective Resolution = Noise-Free Code Resolution + 2.7 bits.     Eq. 2.19 
 
The calculations are summarized in Figure 2.47. 
 

 
 

Figure 2.47: Calculating Noise-Free (Flicker-Free) Code Resolution 
 from Input-Referred Noise 

Effective Input Noise        = en rms

Peak-to-Peak Input Noise =  6.6 en rms

Noise-Free Code Resolution = log2
Peak-to-Peak Input Range
Peak-to-Peak Input Noise

= log2
2N

Peak-to-Peak Input Noise (LSBs)

"Effective Resolution"   = log2
Peak-to-Peak Input Range

RMS Input Noise

= log2
2N

RMS Input Noise (LSBs)

= Noise-Free Code Resolution + 2.7 bits

W. Kester, Fig 2.47

W. Kester ed., Analog-Digital Conversion, AD 2004, ISBN 0-916550-27-3



Example AD9652 119

• Specs:  VFSR = 2 V,   ENOB = 12 bits,   ƒs = 250 MHz

• Calculate σq , noise PSD, SQR.

•What happens if ƒs is lowered to 100 MHz?
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2.3 DATA CONVERTER AC ERRORS 

2.49 

 

 
Figure 2.51: SINAD, ENOB, and SNR 

 

 
Figure 2.52: AD9226 12-bit, 65-MSPS ADC SINAD and ENOB  

for Various Input Full-Scale Spans (Range) 
 

The SINAD plot shows where the ac performance of the ADC degrades due to high-

frequency distortion and is usually plotted for frequencies well above the Nyquist 

frequency so that performance in undersampling applications can be evaluated. SINAD is 

often converted to effective-number-of-bits (ENOB) using the relationship for the 

theoretical SNR of an ideal N-bit ADC: SNR = 6.02N + 1.76 dB. The equation is solved 

for N, and the value of SINAD is substituted for SNR: 

 

02.6

dB76.1SINAD
ENOB

−= .     Eq. 2.20 

 

� SINAD (Signal-to-Noise-and-Distortion Ratio):
z The ratio of the rms signal amplitude to the mean value of the 

root-sum-squares (RSS) of all other spectral components, 
including harmonics, but excluding DC.

� ENOB (Effective Number of Bits):

� SNR (Signal-to-Noise Ratio, or Signal-to-Noise Ratio Without 
Harmonics:
z The ratio of the rms signal amplitude to the mean value of the 

root-sum-squares (RSS) of all other spectral components, 
excluding the first 5 harmonics and DC  

ENOB = 
SINAD – 1.76dB

6.02

ANALOG INPUT FREQUENCY (MHz)

SINAD =
Vrms

∑ V2
harmon + ∑ V2

spurs + ∑ …

Also SQR = Signal to Quantization Ratio

This is not a 
general 
definition!!!

W. Kester, Fig 2.16

W. Kester ed., Analog-Digital Conversion, AD 2004, ISBN 0-916550-27-3
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FUNDAMENTALS OF SAMPLED DATA SYSTEMS 
2.3 DATA CONVERTER AC ERRORS 

2.51 

Spurious Free Dynamic Range (SFDR) 
 
Probably the most significant specification for an ADC used in a communications 
application is its spurious free dynamic range (SFDR). SFDR of an ADC is defined as 
the ratio of the rms signal amplitude to the rms value of the peak spurious spectral 
content measured over the bandwidth of interest. Unless otherwise stated, the bandwidth 
is assumed to be the Nyquist bandwidth dc to fs/2.  
 
Occasionally the frequency spectrum is divided into an in-band region (containing the 
signals of interest) and an out-of-band region (signals here are filtered out digitally). In 
this case there may be an in-band SFDR specification and an out-of-band SFDR 
specification, respectively.  
 
SFDR is generally plotted as a function of signal amplitude and may be expressed 
relative to the signal amplitude (dBc) or the ADC full-scale (dBFS) as shown in Figure 
2.54.  

 

 
Figure 2.54: Spurious Free Dynamic Range (SFDR) 

 
For a signal near full-scale, the peak spectral spur is generally determined by one of the 
first few harmonics of the fundamental. However, as the signal falls several dB below 
full-scale, other spurs generally occur which are not direct harmonics of the input signal. 
This is because of the differential nonlinearity of the ADC transfer function as discussed 
earlier. Therefore, SFDR considers all sources of distortion, regardless of their origin.  
 
The AD6645 is a 14-bit, 80-MSPS wideband ADC designed for communications 
applications where high SFDR is important. The single-tone SFDR for a 69.1-MHz input 
and a sampling frequency of 80 MSPS is shown in Figure 2.55. Note that a minimum of 
89-dBc SFDR is obtained over the entire first Nyquist zone (dc to 40 MHz).  
 

FULL SCALE (FS)

dB
SFDR (dBc)

fs
2

INPUT SIGNAL LEVEL (CARRIER)

WORST SPUR LEVEL

SFDR (dBFS)

FREQUENCY

W. Kester ed., Analog-Digital Conversion, AD 2004, ISBN 0-916550-27-3

W. Kester, Fig 2.54
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I =
X

i

�pi log2(pi)

Information (bits)

50 % V > 0

50 % V < 0

−0.5 log2(0.5) = 0.5

∑ = 1

p = 1/8

1 bit (sign only)

−(1/8)log2(1/8) = 3/8

8

∑
i=1

… = 3

3 bits

8 equal terms

0

VFSR
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End of Lecture
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Examples & Exercises

1. Calculate the total power transferred from a resistor 
at T2 = 290 K to a cold (T1 = 0 K)


2. A resistor of temperature TR = 4.2 K is connected to a 
6-dB attenuator at the temperature TA = 300 K.  
Which is the equivalent temperature TE seen at the 
other end of the attenuator?  
Tip: Trust the 2nd principle of thermodynamics.


3. Same as (1), but the two resistors are connected by 
WR28 waveguide (21.1-42.2 GHz bandwidth).  
Assume the cable loss free.


4. Same as (3), but now T1 = 77 K
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1401. Calculate the total power transferred from a resistor at T2 = 290 K to a 
cold (T1 = 0 K)
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Nyquist H - Thermal agitation of electric charges in 
conductors - Phys Rev 32(1) p110-113, July 1928

Historical article, highly educational

http://rubiola.org/pdf-lectures/Files/Nyquist%20H%20-%20Thermal%20agitation%20of%20electric%20charges%20in%20conductors%20-%20Phys%20Rev%2032(1)%20p110-113,%20July%201928.pdf


Thermal Noise of a Dissipative Device 

• Noise contribution of the input resistor

• The attenuator makes no difference between “noise” and “signal”

• The input signal is “amplified” by a factor A2 < 1

• Noise contribution of the attenuator

• At uniform temperature T the sum of the contributions must be kT

• The input contributes A2kT

• The attenuator contributes the complement (1–A2)kT

• The factors A2kT and (1–A2)kT do not depend on temperature
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kTi
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A2kTi
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kTa
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S(f) = A2kTi +
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1�A2

�
kta
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Equivalent Noise Temperature

• Warning: the noise temperature a radio-engineering concept

• The physical nature of noise does not matter

• Often misleading in optics: the shot noise contributes to the 

equivalent temperature

Thermal noise

Equivalent temperature

S(⌫) =
h⌫

eh⌫/kT

S(�) = Nt constant for h� ⌧ kT

Nt = kT

Ta is the equivalent noise temperature of the amplifier 
defined in specified conditions (physical temperature and input resistance)

Tr

output
Ta

Tt = Tr + Ta

file: amp-Te

Ta defined by Nt = k(Ta + Tr)
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Noise Figure 165

Noise figure

Warning: the noise figure is a radio-engineering concept, can be misleading in optics

F =
SNR(out)
SNR(in)

F =
Ta + T0

T0
and Ta = (F � 1)T0

general definition

amplifiers 
and RF/µw 

devices

output
file: amp-FkT0

FkT0

(F � 1)kT0

T0 = 290 K

Assume that the whole circuit is at the reference temperature T0 = 290 K  (17 ºC)

The total noise referred to the amplifier input is FkT0 

FkT0 = kTe = k(Ta + T0) T0 = 290 K
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169Flicker Noise
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The End
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