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On the measurement of frequency and of its sample variance
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A frequency counter measures the input frequen@veraged over a suitable time versus the
reference clock. High resolution is achieved by interpolating the clock signal. Further increased
resolution is obtained by averaging multiple frequency measurements highly overlapped. In the
presence of additive white noise or white phase noise, the square uncertainty improvesﬁfrom
x1/7 to ofocl/r?’. Surprisingly, when a file of contiguous data is fed into the formula of the
two-sample(Allan) varianceaﬁ(r):]E{%(ﬁﬂ—ﬂ)z} of the fractional frequency fluctuatioy, the

result is themodifiedAllan variance modr2(7). But if a sufficient number of contiguous measures
are averaged in order to get a longeaind the data are fed into the same formula, the results is the
(nonmodified Allan variance. Of course interpretation mistakes are around the corner if the counter
internal process is not well understood. The typical domain of interest is the the short-term stability
measurement of oscillator® 2005 American Institute of PhysicdDOI: 10.1063/1.1898203

I. BACKGROUND

1 _
, , _ _ a¥(7) :E{—ml—yk]z}, AVAR (1)
Let v(t)=sin 2mut=sin 2wyt +A(t)] the input signal, 2
whered(t) is the phase fluctuatiomng,=1/Tygis the nominal  and, expanding the time average

frequency(the double subscript “00”, as imgq, is used to 1[ 1 (t2r 1 (ks 2
avoid confusion with the 0-th term of a time series; thug, PGELD _{_J y(t)dt - _f y(t)dt} . (2
is the same as, commonly used in the literature, etcand Y 2| 7Jyr TJyr
v(t)= oo+ ¢/ 27 is the instantaneous frequency. Finally, let The above can be rewritten as
X(t) = ¢/ 27wy the phase time fluctuation, i.e., the time jitter, - ’
ﬂi{ { f y(t)WA(t)dt:| } 3

andy(t) = ¢/ 2mry=v— vyl voo the fractional frequency fluc- 05(7) =K

tuation. The notation used in this article is the same of the

general references about frequency stability and norse. s
Denoting withli{-} the expectation, théclassical vari- 1 O<t<

ance ofy is oﬁzE{[y—E{y}]Z}. In the presence of slow ran- \57 T

dom phenomena, the variance depends on the measurement wy={ 1 (Fig. 1) (4)

time and on the number of samples. This is related to the fact =  T<t<2r '

that the algorithm used is a filter in the frequency domain, \

whose lower cutoff frequency is set by the number of \0 elsewhere

samples. Other variances are to be used, based on the id@%e Fig. 1 which is similar to a wavelet variance. The

that the estimator, clearly specified, has a lower cutoff freyyeight function differs from the Haar wavelet in that it is

quency that blocks the dc and long-term components oformalized for power instead of energy. In fact, the energy of
noise. There results a variance which is a function of tthA is

measurement time. Table | shows the spectral properties of .
the Allan variance and of the modified Allan variance, de- 1
L] E = sz = —
fined underneath. {wat J_w At 7’ ®

while the energy of a wavelet &{-}=1.
In the frequency domain, the AVAR is similar to a half-
A. Allan variance (AVAR) octave bandpass filter with the peak at the frequency of.1/2

Originally, the Allan variance was introduced as a mea-
surement tool for the frequency fluctuation of atomic clotks. B. Modified Allan variance  (MVAR)
Given a stream of contiguous dafpaveraged on a time, Another type of variance commonly used in time and
the simplest variance is thelassical variance evaluated on frequency metrology is the modified Allan variance
two samplesg?(7)=3[yiw1~Yil? The estimated variance is modo?(7)."® This variance was introduced in the domain of
optics' because it divides white phase noise from flicker
¥Electronic mail: enrico@rubiola.org; www.rubiola.org phase noise, which the AVAR does not. This is often useful
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in fast measurements. MVAR is also related to the sampling theorem and to the aliasing pheﬁ&M@muse the trigger
samples the input process at a rateyl(see below. The MVAR is defined as

1 1ﬂ—1 (i+2n)7g 1 [@+m 2
m0d0'32/(7) =Ey | =X (—f y(t)dt - —J y(t)dt) MVAR with 7=n7. (6)
(

2| Nizo \ 7J (i+n), TJisg

The above is similar to a wavelet variance

+00 2
modcrf,(r):E{l f y(t)WM(t)dt] } (@)

in which the weight function forrg<<7, or equivalently for Wi (t) = {1/7 o<t<r
OE

]E{v}:f ’ v(t)wy(t)dt 11 estimator, (10

n>1, can be written as 0 elsewheré (11)
(
-2t o<t<
\\“”27‘2 T +o0 . .
1 wp(t)dt=1 normalization. (12
—(2t-3) r<t<2r _ -
wy =4 V272 (Fig. 1). ®)
1 Inside, the counter measures the time intervaty -ty be-
- _\Erz(t_ 3) 27<t<3r tween two zero crossings oft) spaced byN periods(Fig.
2). Thus E{v}=v=N/7. The averaging timer, selected by
0 elsewhere the user is rounded toe=NT= 7, by stopping the measure-
Once again, the weight function differs from a wavelet inment at the first zero crossing after thaf has elapsed. A
that it is normalized for power instead of energy variety of interpolation techniqu¥s can be exploited to
oo avoid of the uncertainty Iy, that results from the bare
1
E{wy} = f WA, (Hdt= —. (9)  count of clock pulses at the frequengy The measurement
— 27 of 7 is affected by the erroxy—xy that results from the

Interestingly, it holds thaE{wM}:%E{wA}. This is related to trigger noise and from the clock interpolator. Here, the ref-

the fact that the AVAR response to white frequency noiseS' €Nce clock is assumed ideal. Thus it holds that

S(f)=hy is 02(7):h0/27 while the response of MVAR to y=(XN—Xo)/ 7. With a state-of-the-art counter, the resolution
the same noiyse is mo;:f,ir):homr of the interpolator in a single-event time interval measure-

ment can be of 18's. Let us assume that, and xy are

independent and have identical statistical properties, and de-

note with o2 the variance of each. Under this assumption,
In this section the phase noisi(t), and therefore the Which will be justified afterward under more stringent con-

frequency noisg/(t), is provisionally assumed to be a zero- ditions, the variance of is Zof. Accordingly, the variance of

mean stationary process. This hypothesis will no longer necthe fractional frequency fluctuation is

essary for the direct measurement of the Allan variance.

II. HIGH-RESOLUTION FREQUENCY COUNTERS

202 classical
2= 5% (13)

A. Classical reciprocal counters 7  variance

Traditionally, the uniform average over a suitable time
interval 7 is used as an estimator of the frequencyThe  The |aW0'§°C1/7'2 is a property of thdI estimator, i.e., of the
expectation ofv is therefore uniform average, in the presence of white phase noise.

TABLE I. Noise types, power spectral densities, and Allan variances.

Noise
type Sy(f) s(f) Sy o(7) modo2(7)
White PM by h,f? h,=bg/ v3 [(3fyhy)/(2m)?)]72 for 2mrfy>1 [(3fymohy) [ (2m)2] 72
Flicker PM b_,f? h,f hi=b_,/ 4% [1.038+3 If27f, D)X [hy/ (2m)2] 72 0.084h;72 for n>1
White FM b_,f2 ho ho=b_,/ 2 (1/2)hgrt (1/4)hyrt
Flicker FM b_gf~2 h_,f? h.i=b_g/ 12 2In(2)h_, (27/20 In(2)h_,
Random walk FM b_,f~ h_,f~2 ho,=b_s/ 1} [(2m)216]n_,7 0.824(2m)?/6]h_,7
Frequency drifty=D, (1/2D;7 (1/2D;7

Here vy is replaced withy for consistency with the general literatufg. is the high cutoff frequency, needed for the noise power to be finite. The columns
o2(7) and modoZ(7) are from Ref. 5, p. 79adaptedl
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FIG. 1. Weight functions for the two-sample variance and for the modified
Allan variance.

|—> delay T,=DT

{ measurement time T = NT =nDT

B. Enhanced-resolution counters

More sophisticated counters make use of Ahestimator
(Fig. 3), which consists of a triangular-weight average. The
counter takes a series of measuresy;=N/7 delayed by FIG. 3. Triangular averaging mechanism, implemented in some high-
i7o=iDT, wherer,=ty:ip —tip, i €{0,...,n—1} is the time in-  resolution frequency counters.
terval measured from th&D)-th to the (N+iD)-th zero
crossings. The expectation ofis evaluated as the average

n-1

1w — _
[{v} = EE v; wherev;=N/7. (14)
i=0

dominant. The autocorrelation function of the trigger noise is
a sharp pulse of duratiolmz=1/B. On the other hand, the
delay 7, is lower bounded by the periot, of the input
signal and by the conversion time of the interpolator. The
Equation(14) can be written as an integral similar to Eq. latter may take a few microseconds. Hence in practice it

(10), but for the weight functiomwy; replaced withw, holds thatry>Tg, and therefore the timing errors are inde-
+o0 pendent. Accordingly, the variance of the fractional fre-
li{v} = f v(t)w, (t)dt A estimator. (150  quency fluctuation is
For ro< 7, W, approaches the triangular-shape function 5 120)2( classical
== . 18
t/r o<t<r “"n 2 varance (18)
wy(t)=y2-tlr 7<t<2r (16)
0 elsewhere At low input frequency, there is no reason for the detgy
between overlapped measurgsand v, to be longer than
oo o Too 1.€., one period. Thu®=1, 75=Tpe and n=N=yy,.
f w,y(Ddt=1 normalization. (170 Hence Eq(18) is rewritten as

Nonetheless the integrdlb) is evaluated as the suii4)

because the time measurements take place at the zero cross- ¢2= ) .
ings. The measures; are independent because the timing voo 7 variance
errorsxy, ke {0,...,n-1} are independent, as explained un-

derneath. The counter noise is due to the interpolator noisét high input frequency, the minimum delay is set by the
and to the noise of the input trigger. The samples of theconversion time of the interpolator. Hence the measurement
interpolator jitter are independent because the interpolator igate is limited tor, measures per second, the numheof
restarted every time it is used. The trigger noise spans froraverlapped measurestis: v 7< vyo7, and Eq(18) turns into

dc to the trigger bandwidtB, which is at least the maximum

switching frequency of the counter. With modern instru- 1 205 classical

ments,B is hardly lower than 100 MHz, hence white noise is V=3 variance (20
|

1 20° classical
L 20y (19)

p‘hase'time“x x
(ie., time jiver) N . The law o2 1/7°, either Eqs(19) or (20), is a property of
: the A estimator in the presence of white noise. This property

XnX1X5X
8"uly2y’

€t Ty 1y 6 L5 t t \; period Ty is the main reason for having introduced theestimator in
5, e : o frequency cour_1ter§ Yet_|t is to be mad_e clear tha_t the en-
g . ° hanced resolution is achieved by averaging on multiple mea-

f Emmmememﬁme ©<NT surements, even though overlapped, and that the measure-

ment of a single event, like a start-stop time interval, cannot
FIG. 2. Rectangular averaging mechanism in simple frequency countersbe improved in this way.
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C. Understanding technical information

(A) Ty = #\“’/2(&)t2rigger+ 2(&)i2nterpolator (22)
Searching through the instruction manual of frequency ™vn
counters and through the manufacturer web sites, one ob- {VoT Voo < ¥
serves that the problem of the estimation is generally not n=

addressed. When the counter is of fiaype, the measure-

ment mechanism is often explained with a figure similar toWherew, is of the order of 200 kHz. The actual formulas may
Fig. 2. On the other hand, the explanation for the overlappeg'ﬁer in that uncertainty and noise of the reference frequency
measurements in-type counters is not found in the techni- M&Y be included or not; in that the factor 2 in the interpolator

. . noise does not appear explicitely; and in other details.
cal documentgtlon. As a flIthher element of confrtljsmn, both The terms inside the square root of E¢®1) and (22)
counters provide one value every seconds when pro- o6 from independent white noise processes, as explained

grammed to measure over the timeThis can lead the ex- , secs. |1 A. Thus, one can match B&1) to Eq. (13), and

perimentalist to erroneously assume that the estimation igq. (22) to Eq.(18). Consequently, the presence of a term

always of thell type. in the denominator reveals that the counter is ofheype,
The internal estimation mechanism can be understoodnhile the presence of the term/n or =7 reveals that the

from the formula for the “frequency error,” often given in the counter is of theA type.

technical documentation. These formulas are of the form

4 V00> 14 '

D. Examples

Two instruments have been selected with the sole criteria
that the author is familiar with them, and that they are well
1, suitable to show how to thH and theA estimators can be
11 = S\2(8)2 ot 2(S)? 21)  >nevE : :
D oy 7 (Msgger+ 2A Minterpotaton 29 identified in the instruction manual.

1. Stanford research systems SR-620 (11 estimator )
In the instruction manugRef. 13, p. 27, the rms uncer-

or tainty is called resolution and given by the formula
|
short term ate) |2 trigger |2
rms (25ps)2+{< . )x(g )J +2><{__gg J
. frequency stability time jitter
resolution| = - . (23
. gate time N
(inHz)
|

The above Eq(23) matches our notation with nominator “N” is the number of measurement averaged, not

: . : to be mistaken folN of our notation. If the measurement
lut = I I o . ) .
rms resolution o, = vo0ry (classical variange time is equal to the gate time, it holds that N=1. Equation
frequency Voo - (23) divided by vy and squared is of the same form of Eq.
gate time T (13), thus of Eq.(21), with a'ioc 1/72. This indicates that the

The numerator inside the square root is the square singl&Cunter is of thel type.

shot time deviation . It includes the inherent resolution of

the counter 25 ps ascribed to the interpolator; the phase noise Agilent technologies 53132A (A estimator )

of the frequency standard; and the equivalent input noise The instruction manudRef. 14, pp. 3-5 to 3Breports
(signal plus triggerdivided by the input slew rate. The de- the rms resolution given by the formula

{ rms } ~ (frequenqj MEES V(ted?+ 2 X (trigger erroy? o titter
resolution|  \ or period (gate time X Vno. of samples gate time ’ (24
tres= 225 ps,

tjitter =3 ps,
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(gate time X (frequency for f <200 kHz
(gate timé X 2 X 10° for f =200 kHz'

The above Eq(24) matches our notation with

number of samples {

rms resolution o, = voeoy OF o= Toooy (Classical varianoe

frequency Voo
period Too
gate time T

no. of samples n

The termt;y,,/ (gate time of Eq. (24) is due to some internal  A. Il-type counters
phenomena not analyzed here, for we provisionally neglect. avar

it. The numerator inside the square brackets is the single-shot
time deviation 22. After squaring and normalizing, E¢R4)
is of the same form of EJ18), thus of Eq.(22). The counter
switches averaging mode at the input frequency 1pf
=200 kHz. In fact, it holds that

Let us get a stream of da‘ty{l) from the output of a
IT-estimator counter, measured over a base timerglotith
zero dead time. The superscrifil)” refers to the averaging
time 1X 75. Feeding this stream into E(ll), one gets Eq(2)
with 7=75. Then, after averaging contiguous data in groups
_ ) YooT Voo < 200 kHz of m, one gets a smaller file km), averaged over the time
Tl rx2x10P o= 200 kHz' mrg. Feeding this new file into Edq1), one gets Eq(2) with
7=mrg. This is exactly what one expects. It is a common
practice to plot Of0'§(7') in this way, using a single data
stream andn in powers of 2.

Accordingly, Eg.(24) turns into Eq.(19) for v<2Xx 10° Hz,
and into Eq.(20) beyond 2< 10° Hz. The variance iszrf,
«1/7% in both cases, for the counter is of thetype.

2. MVAR
3. Remarks The data fileyﬁl) can also be fed in Ed6). In this case
The resolution enhancement of theaverage can only 1€ measurement timg of the counter is the delay, of Eq.
be used with stationary phenomena, not with single eventd6)- The variance is evaluated atnrg set by the choice of
This is easily seen in the table underneath. This table conf?- Yet, it is desirable than> 1.
pares the two counters SR-620 and 53132A under the sim-
plified assumptions that the reference clock is ideal, and thdt- A-TYPe counters
the high slew rate makes the trigger noise negligible. The attention of the reader is now to be drawn to a
subtilty in the use of a\ estimator to measure the Allan
counter  single-event start-stop frequencyr=100 kHz  yariance. While the counter provides one value every g

type time interval TI=1s  averaged onr=1s seconds, two contiguous windows, (t) and w,(t—7g) are
overlapped byrg. That is, the falling side ofv,(t) overlaps

SR-620 0=25x10" oy=2.5x 101 the rising side ofv, (t— 7). Thus .1 — ¥, henceyy, -V, is

53132A 0=9x1071° 0y=5.8X 10" the frequency averaged with thg, window. The practical

] ] ) _consequence is that, feeding the file of sﬁgﬁ into Eq. (1)
The superior resolution of the SR620 interpolator provides

higher resolution for the measurement of a single event in

start-stop mode. On the other hand, the highest resolution is AVAR , .
obtained with the 53132A in the measurement of stationary wr(t) | time
. ) : t
signals, due to thé estimator. WH(H)T ,—[ 11
walt) i U029
IIl. FREQUENCY STABILITY MEASUREMENT 0—': """"" ; - -2 t
T T
Let us first observe that it holds MVAR
1 . w(D) T time
Wa(t) = =[wy(t= 7 -wp()]  (Fig. 4), (29 t
V2 wAa—r)T _
: : t
1 Wy (t) T P et 41A0027)
ww(t) = =[w,(t—7) —w, ()] (Fig. 4) (26) s TR
\“’2 ] T 2t 3t
as shown in Fig. 4. FIG. 4. Relationships between the weight functions.
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W) Wﬂs tion is an isosceles triangle of widthr2A file of such mea-
5 t sures fed into Eq(1) gives the MVAR evaluated at=mrg.
V?Z\ The nuisance is that this triangular-shape average is only
W L= t possible for oddn.
' t
m=4
L~ooo C. Other methods

w® L L% t For long-term measurements, tfgal varianceTotVar'®

is progressively being used as an estimator of the AVAR. The
importance of the TotVar resides in that, given a record if
measured data, it exhibits higher accuracy at largeYet
TotVar is based on rectangular averages. Consequently, the
raw readout of a\ estimator can not be fed in the formula
for TotVar without interpretation mistakes.

Another useful method, often callgqucket-fence con-
sists of the absolute timing of the zero crossings versus a
free-running time scale. In this case, there is no preprocess-
ing inside the counter, for there can be no ambiguity in the
result interpretation. Absolute-time data can be used to cal-
culate AVAR, MVAR, TotVar, and other variances. The con-
cept of picket-fence was proposed in Ref. 1, Etf). Then,
it was studied extensively as an independent method for the
Jneasurement of AVAR and MVARY

t

m=8
Loocooooo o
w b L =87

t

FIG. 5. The average oh contiguousA measures converges td bestimate.

(AVAR), one getexactlyEq. (6) with 7=75. That is, MVAR
instead of AVAR.

A longer measurement time is obtained by averaging
contiguous data in groups of. This process yields a smaller
file of Vﬁm), averaged ovemrg. Yet the measurements are
overlapped, for the weight function, which is the trianglg
for m=1, turns into an isosceles trapezium for>1, and
asymptotically into the rectangle; for largem. A graphical
proof is proof is given in Fig. 5. The practical consequence i
that, feeding the file oﬂm) into Eqg. (1), one gets an “odd”
variance for with smalm>1, i.e., a variance that is neither
AVAR or MVAR; and again the AVAR for largam. The author wishes to thank Vincent GiordafffEMTO-

Unfortunately, the conversion betweédh and A esti- ST, Besancon, Frangdor pointing out the need for this
mates is impossible without combining a large number ofwork; John Dick, Charles GreenhdllPL, Pasadena, QA
data. It is therefore impossible to measure the AVAR with aand David Howe(NIST, Boulder, CQ for stimulating dis-
A-type counter without increasing that is, 7=mrz with a  cussions. The authors wishes to thank Francois Vernotte
sufficiently large value ofn. (Observatoire de Besancon, Fran@nd Mark Oxborrow

Finally, we focus the attention to two asymptotic classe§NPL, Teddington, UK for discussions and thorough revi-
of measurement, namely, short-term stability and long-terngijon of the early manuscript versions.
stability, analyzed underneath.
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